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Abstract—The American Cancer Society (ACS) recommends
women aged 40 and above to have a mammogram every year
and calls it a gold standard for breast cancer detection. Early
detection of breast cancer can improve survival rates to a great
extent. Inter-observer and intra-observer errors occur frequently
in analysis of medical images, given the high variability between
interpretations of different radiologists. Also, the sensitivity of
mammographic screening varies with image quality and expertise
of the radiologist. So, there is no golden standard for the screening
process. To offset this variability and to standardize the diagnostic
procedures, efforts are being made to develop automated tech-
niques for diagnosis and grading of breast cancer images. A few
papers have documented the general trend of computer-aided
diagnosis of breast cancer, making a broad study of the several
techniques involved. But, there is no definitive documentation
focusing on the mathematical techniques used in breast cancer
detection. This review aims at providing an overview about recent
advances and developments in the field of Computer-Aided Di-
agnosis (CAD) of breast cancer using mammograms, specifically
focusing on the mathematical aspects of the same, aiming to act as
a mathematical primer for intermediates and experts in the field.

Index Terms—Breast cancer, classifiers, computer-aided diag-
nosis (CAD), digital mammography, feature extraction techniques.

I. INTRODUCTION

C ANCER refers to the uncontrolled multiplication of a
group of cells in a particular location of the body [1]. A

group of rapidly dividing cells may form a lump, microcalcifica-
tions or architectural distortions which are usually referred to as
tumors [2]. Breast cancer is any form of malignant tumor which
develops from breast cells [3]. Breast cancers are traditionally
known to be one of the major causes of death among women
[4]. Mortality rates due to breast cancer have been reducing due
to better diagnostic facilities and effective treatments [5]. One
of the leading methods for diagnosing breast cancer is screening
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mammography. This method involves X-ray imaging of the
breast. Screening mammography examinations are performed
on asymptomatic women to detect early, clinically unsuspected
breast cancer [2]. The need for early detection of breast cancer
is highlighted by the fact that incidence rates for breast cancer is
one of the highest among all cancers according to the American
Cancer Society which quotes a morbidity of 230 000 and a
mortality of 40 000 according to the latest figures gathered for
the American population [6].
Important signs to look for in the case of breast cancer are

clusters of microcalcifications, masses and architectural distor-
tions [2]. Following the results of screening mammography, a
follow up study is made for patients according to the level of
suspicion of the abnormality. This stage is referred to as diag-
nostic mammography. Both screening mammography and diag-
nostic mammography are performed by radiologists who visu-
ally inspect the mammograms.
Early detection of breast cancer through screening and diag-

nostic mammography increases breast cancer treatment options
and survival rates. Unfortunately, due to the human factor in-
volved in the screening process, detection of suspicious abnor-
malities is prone to a high degree of error. Studies have shown
that radiologists have an error rate between 10%–30% for de-
tection of cancer in screening studies [7], [8]. Misinterpreta-
tion of breast cancer signs result in 52% of the errors and 43%
of the errors are caused due to overlooking signs in abnormal
scans [8]. As a result of this error rate, biopsies are frequently
performed on benign lesions, resulting in unwarranted expen-
diture and anxiety for the patient involved. The cost associated
with errors due to misclassification of mammograms is consid-
erable. This is because of the fact that false negatives are a huge
problem in screening mammography as early detection can re-
duce treatment cost, time and effectiveness to a great extent.
False negatives affect all three parameters as early detection is
not an option with an incorrect diagnosis. A study by [9] found
that double reading of screeningmammograms provided greater
sensitivity than single reading without increasing recall rates.
But, manpower is a major drawback with this approach. The
number of radiologists required for double reading of mammo-
grams will be huge. As a result, many nations might not be able
to meet the manpower requirements for such an approach.
A major reason for these errors is due to the fact that radi-

ologists depend on visual inspection. During manual screening
of a large number of mammograms, radiologists may get easily
worn out, missing out vital clues while studying the scans. To
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offset these effects, tremendous effort is being made to automate
the process of mammographic screening. Automated screening
of mammograms or computer-aided diagnosis (CAD) of breast
cancer is a vast field of research. Sampat et al., and Rangayyan
et al., provide an extensive review on different stages of a CAD
methodology for breast cancer.
Classifier systems have been widely used in medical diag-

nosis [3]. Though the most important factor in diagnosis is eval-
uation of data taken from patients by human experts, expert
systems and various artificial intelligence techniques for clas-
sification aid radiologists to a great extent [3]. As yet, there is
no definitive literature which focuses on an elaborate discus-
sion on the feature extraction, feature selection and classifica-
tion methodologies used in breast cancer detection. The current
study aims at filling this gap by documenting developments in
that aspect.

II. COMPUTER-AIDED DIAGNOSIS SYSTEM PIPELINE

Any computer-aided diagnosis system is based on artificial
intelligence (AI) techniques. The pipeline used in a CAD
system for breast cancer detection is similar to any other
AI-based system and consists of preprocessing, breast region
segmentation, feature extraction and classification. A major
difference between computer-aided detection of breast cancer
and other AI-based technologies is that breast cancer detection
using CAD systems requires human intervention for inter-
preting the final results [10], [13], [16].
Preprocessing of mammograms is done to improve the con-

trast of mammograms which will be helpful in further stages
of the detection pipeline. This step also includes denoising of
the images. Segmenting the breast region from pectoral muscle
and surrounding regions is carried out in order to make it easier
to extract the suspicious tissues from breast segments. Feature
extraction and classification steps are similar to other AI and
pattern recognition systems with not much of a difference be-
tween commonly used methods [17], [20], [24]. Fig 2 shows a
standard CAD system pipeline.

III. PREPROCESSING OF MAMMOGRAMS

Denoising and enhancement of mammograms are very im-
portant for both the manual inspection stage and for the com-
puter-aided second reading stage. Mammograms do not provide
a very good contrast between normal glandular and malignant
tissues. This is because X-ray attenuation between these two
tissues does not vary much, especially in younger women with
denser breast tissues [11]. This fact is seen quite evidently in the
case of smaller malignancies where it becomesmore difficult for
the radiologist to manually delineate between normal and can-
cerous tissues. This issue can be understood better by knowing
the linear absorption coefficients of various tissues which define
the image contrast. Image contrast obtained through the linear
absorption coefficients is determined by the Beer-Lambert law

which relates the intensity of the incident elec-
tromagnetic (EM) wave with that of the transmitted EM
wave , the attenuation coefficient of the material and the
length of the material through which it is transmitted.
Contrast enhancement procedures are well known for en-

hancement of mammograms. Radiological images contain

random fluctuations due to the statistics of X-ray quantum
absorption. This noise makes the detection of small and subtle
structures more difficult [11]. It has been observed that noise
tends to increase with pixel intensity in images where local
contrast and image intensity are interdependent [12]. This is
indeed the case in mammograms. A solution for this problem is
proposed by [12] in the form of a noise equalization procedure
for obtaining images where local contrast is approximately
equal at all image intensities. Reference [14] improved this
technique to obtain better noise estimates which is further
enhanced by [11]. In this method, a neighborhood of an
image location is considered. The local contrast of this
neighborhood is estimated as

median (1)

where is the estimated local contrast, is the
image gray level at and is the median
gray level within the neighborhood of . Equation (1)
can be equated to a high-pass spatial filter. The local contrast
provides a measure of the high-frequency image noise. The
noise associated with each image gray level can be measured
by the local contrast standard deviation . The
contrast enhancement function is then defined as

if
otherwise

(2)

While executing the contrast enhancement function, the
grayscale is divided into several overlapping bins
where is the number of bins. Interpolation of the estimated

values provides an estimate of the function for
all image intensities . This method of contrast enhancement
is a nonlinear gray level rescaling technique. This transfer
function is then normalized such that the total value
adds up to 1, the same way it is done in the case of a probability
density function.
A Bayesian estimator-based discriminator for image en-

hancement by separating image and noise by assuming the
noise as a priori Gaussian additive noise was proposed by [15].
This is a semi-blind noise removal algorithm which is based
on a steerable wavelet pyramid. A spatially adaptive statistical
model for image denoising was proposed by [18]. In this
method, wavelet coefficients are modelled as Gaussian random
variables with high local correlation. Posteriori probability
rules are applied to estimate the original coefficients from noisy
observations. An experiment using two image measurements,
namely the local regularity and geometric constraints of the
image, was developed by [19] to filter out noise. The two mea-
surements were then combined using a Bayesian probabilistic
framework and executed using a Markov random field model.
Apart from intensity and probabilistic-based methods,

wavelet-based techniques have also been used for image en-
hancement in mammograms [21]–[23]. The idea of processing
images at several scales arises from the concept of short-time
Fourier Transform and has been adapted well in wavelet
techniques for both denoising and feature extraction from
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mammograms. Microcalcification enhancement methods based
both on discrete wavelet transforms (DWT) [21] and contin-
uous wavelet transforms (CWT) [23] are widely used with
considerable rates of success. Conventional contrast enhance-
ment techniques can be found in [25]. Since wavelet-based
denoising and contrast enhancement methods are not discussed
in a concise manner in literature, we shall perform a short
review of the basics.
Image denoising based on wavelet transforms need wavelets

and smoothing functions. A good primer to this can be found
in [11]. In this technique, a smoothing function and two
wavelets are considered

(3)

(4)

and the dyadic wavelet transform , at a scale , has
two detail components given by

(5)

and one low-pass component, given by

(6)

The coefficients and represent the
details in the and directions, respectively. The represen-
tation of an image according to a family of wavelet functions
is discussed in [27]. According to this discussion, a function

, which is the mother wavelet, is chosen. This
mother wavelet must satisfy the admissibility condition

(7)

where is the Fourier transform of and , and
are the spatial frequency components along the axis. This
condition is a regularity constraint so that has a zero mean
value and local oscillation quickly decaying to zero. From the
above admissibility condition, the discrete wavelet transform
can be defined as a decomposition on the following family of
functions:

(8)

where , is the discrete scaling based on a
dilation step and is a translational step. With these
basic definitions forming a wavelet decomposition system for
denoising, from [11], we can model a function noise that

models the coefficient distribution for a Gaussian noise with a
standard deviation

noise (9)

Also, the distribution of noise-free wavelet coefficients
is approximated by a generalized Laplacian proba-

bility density function, given by

edge for

(10)
where

(11)

where is the gamma function. With the values of noise
and edge a function called “shrinkage” is calculated

edge
edge noise

(12)

This shrinkage function is decomposed to several levels, from
which denoising and enhancement of the images is done. The
advantage of this method is that low contrast features will be
more enhanced than high contrast image features and artifacts
will not be introduced. From [28], we can see that contrast en-
hancement could be achieved by changing the gradient magni-
tude using the wavelet coefficient in each subimage. This arises
from the reasoning that the relative change of image intensity at
each point is expressed by the image gradient magnitude which
is highly correlated with the contrast [30]. The magnitude and
phase of the wavelets of the form seen in (5) can be represented
as and , respectively. These coefficients
can be transformed into polar coordinates as follows:

(13)

arctan (14)

Linear stretching as a technique for contrast enhancement
with linear or nonlinear mapping of wavelet coefficients is
discussed in [31]. Reference [28] discusses a way to enhance
coarse information consisting of sizeable structures in the
mammograms. This enhancement is obtained from the second
and third level decomposed wavelet images along with a back-
ground level approximation which is extracted from the fourth
decomposition level.
Local range modification is a technique developed by [32]

based on linear stretching. This technique makes use of the
straight line function for image enhancement. In this
equation, is the enhanced image, is the original grayscale
image and are parameters depending on the local contrast,

Authorized licensed use limited to: UNIVERSITY OF NEVADA RENO. Downloaded on January 07,2022 at 20:11:17 UTC from IEEE Xplore.  Restrictions apply. 



80 IEEE REVIEWS IN BIOMEDICAL ENGINEERING, VOL. 6, 2013

computed by an interpolation procedure using overlapping
image blocks. The technique processes the whole image twice,
with the first pass calculating the local parameters and the
second performing the contrast enhancement. Interpolation of
neighboring grid points for a four point system to estimate the
local maximum and minimum pixel values is obtained by

(15)

where is the size of the block, and are the horizontal and
vertical distances of the examined point, respectively, from the
grid points, and are the intensity values of the surrounding
grid points. With this, the output value of each pixel with coor-
dinates is calculated by linear stretching

(16)

where is the number of grayscales and and are the
margins of the local input grayscale range, respectively. It is to
be noted that two major methods of enhancements are popularly
used: statistical methods based on intensity difference between
the microcalcifications and its surroundings and wavelet-based
decomposition methods. While statistical methods tend to make
use of the fact that microcalcifications tend to be brighter than
their surroundings, wavelet-based decomposition methods are
based on the difference in frequency content of the bright mi-
crocalcification spots from their surrounding background [33].
Reference [34] discusses the application of Iris filter to

mammograms. Iris filters are adaptive filters which are effec-
tive in enhancing approximately rounded opacities, no matter
what their contrasts might be. In this technique, the filter uses
the orientation map of gradient vectors instead of applying it
directly to the image. Gradients are generated in two orthogonal
directions. The convergence index of the gradient vector at an
arbitrary pixel , towards the pixel of interest , is given by

(17)

where is the orientation of the gradient vector at with
respect to the th half line. The convergence degree of gradient
vectors on the line can be defined as the average of
convergence indexes over the length as

(18)

With the maximum convergence degree being given by ,
the output of the iris filter at the pixel of interest can be
defined as

(19)

Apart from these methods, [35] lists and reviews other algo-
rithms which are widely used for image enhancement. Some
of these algorithms are: manual intensity windowing (MIW),
histogram-based intensity windowing (HIW), mixture-model
intensity windowing (MMIW), contrast-limited adaptive his-
togram equalization (CLAHE), unsharp masking, peripheral
equalization and Trex processing. Since the preprocessing
technique used depends on the type of automated diagnosis
method to be adapted further down the pipeline, there is no
definitive standard or effectiveness measure of how different
preprocessing techniques score against each other. It is subjec-
tive and varies according to the image acquisition technique
and instrument used [36], [37].

IV. FEATURE GENERATION AND EXTRACTION

The goal of a statistical pattern recognition technique is to
choose those features that allow pattern vectors belonging to
different categories to occupy compact and disjoint regions in
a -dimensional feature space [38]. The effectiveness of the
feature set is determined by how well patterns from different
classes can be separated. The decision boundaries for separating
patterns or features belonging to different classes are determined
by the probability distributions of these patterns. As a result, it
is essential to formulate the patterns in such a way that they can
be classified in the most accurate and computationally efficient
manner [26], [29].
A main step in any kind of pattern recognition problem is

the representation of data in a reduced number of dimensions.
This is carried out for a number of reasons such as improved
classification, stable representation or ease of computation. Ge-
ometrical methods such as principal component analysis and
multidimensional scaling are used for representing data in a
reduced dimension. These methods, apart from several others
such as linear discriminant analysis and Karhunen-Loeve ex-
pansion, are collectively referred to as feature selection and fea-
ture extraction methods [39]. In any classification task, it is im-
perative to identify those variables that do not contribute to the
classification. It is essential to get rid of these variables which
do not contribute to the effectiveness of the classification. In
other words, it is essential to reduce a -dimensional feature
vector into an -dimensional vector such that rep-
resents the most effective set of feature measurements for the
given classification problem. This can be done in two ways.
One method is to seek features out of the available measure-
ments. This process is called feature selection in the measure-
ment space or simply feature selection [39]. The second tech-
nique is to find a transformation from the measurements to a
lower dimensional feature space. This is called feature selection
in the transformed space or feature extraction. The transforma-
tion is either a linear or nonlinear combination of the original
variables and may be supervised or unsupervised [39].
To put it in perspective, for feature selection, the optimiza-

tion is over the set of all possible subsets of size , of the
possible measurements, . Thus, we seek the subset
for which

(20)
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In feature extraction, the class of transformation is usually
specified and we seek the transformation for which

(21)

where is the set of allowable transformations, letting the fea-
ture vector be . Reference [42] defines the purpose of
feature extraction and selection as keeping the number of fea-
tures as small as possible to design classifiers with good gen-
eralization capabilities. Reference [38] argues, since feature se-
lection is done in an offline manner, optimality of the feature
subset is more critical than the execution time of a particular
algorithm. As a result, many feature extractions and selections
have a preprocessing step with three major processes: outlier re-
moval, data normalization and handling missing data [42].
The concept of feature generation is akin to transforming a

given set of measurements to a new set of features. Suitably
chosen transforms can provide information packing to a great
extent, thereby reducing information redundancies present in
the original data.
For an -class problem with feature vectors distributed

according to , , the likelihood functions
are given in a parametric form and the corresponding parame-
ters form the vectors which are unknown. The dependence
on is written as . To estimate the unknown parame-
ters using a set of known feature vectors in each class, several
techniques such as maximum likelihood estimators, maximum
a posteriori probability estimators, Bayesian interference,
maximum entropy estimation, mixture model expectation max-
imization (EM) algorithms are used [42]. For handling missing
data, probability density functions (pdf) can be efficiently
calculated using the expectation maximization (EM) algorithm.
In this case, pdf of the incomplete data is given by

(22)

The maximum likelihood estimate of is given by

(23)

Here, the complete data samples are represented by
, and the corresponding pdf by , where is an un-

known parameter vector. However, the samples cannot be di-
rectly observed and are hence referred to as incomplete data.
Instead, we are able to observe samples ,

. The corresponding pdf is represented by . Also,
is assumed to be the subset of all the ’s corre-

sponding to a specific .
However, in (20), ’s are not available. So, the EM algorithm

maximizes the expectation of the log-likelihood function, con-
ditioned on the observed samples and the current iteration esti-

mate of [42]. The two steps in the algorithm are the expecta-
tion step step

(24)

and the maximization step step which involves maxi-
mizing obtained from the -step, where differentia-
bility is assumed

(25)

For the EM algorithm, an initial estimate is assumed and
iterations are terminated if .
With the pdfs of data available, it is important to extract

meaningful features from them in order to proceed with further
processing. Most of the features used in describing pictorial
information are those which are similar to the ones human
beings use in interpreting images [44]. Major features used in
describing mammographic images are spectral, textural and
contextual. The definition of these features vary greatly, but a
widely accepted definition is provided by [44]. Here, spectral
features are described as the average tonal variations in various
bands of the visible and invisible bands of the electromagnetic
spectrum. Similarly, textural features are said to contain infor-
mation about the spatial distribution of tonal variations within
a band and contextual features are said to contain information
derived from blocks of pictorial data surrounding the area being
analyzed.
While spectral and contextual features are useful in other

image processing and analysis techniques, textural features are
the most sought after in mammographic image analysis. This is
due to the fact that mammograms are images which are obtained
using a single medium of acquisition and spatial distribution
of features in these images can be found within a single band,
making it imperative for the use of textural features. In textural
feature analysis, texture can be evaluated as being fine, coarse
or smooth, rippled, molled, irregular or lineated [44]. All these
types of textures play an important role in extracting meaningful
information from the mammograms. Feature extraction and pro-
jection methods can be broadly classified into techniques based
on linear mapping and nonlinear mapping. The techniques can
either be iterative or noniterative [38]. Based on this, several
textural features are defined for use in mammogram analysis
[45], [46], [49], [50], [51]. In all of the following definitions,

is the image in consideration and is the set of quan-
tized gray values.
A simple energy-based feature which describes the energy

contained in a subregion of the image can be used to find the
intensity level variations in the image

Energy (26)
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Angular second-moment feature (ASM) is a measure of ho-
mogeneity of the image. In a homogeneous image, there are very
few dominant gray-tone transitions

ASM (27)

Contrast features are difference moments and are a measure
of the contrast or the amount of local variations present in an
image

CF (28)

where is a normalizing constant.
Correlation features are a measure of gray-tone linear depen-

dencies in the image

CorrF (29)

where , , and are the means and standard deviations
of the marginal distributions associated with .
Many of the texture features described here are functions

of distance and angle. The angular dependencies present spe-
cific problems. For instance, consider an image with features

for angles 0 , 45 , 90 , 135 respectively, and image
which is identical to except that is rotated 90 with re-

spect to . Hence, will produce features . Since both
and are identical with similar texture features, any decision

rules must produce the same result in a classifier. But, in order
to guarantee this, it has been recommended that the angularly
dependent features obtained from both the images, instead of
being used directly, have to be averaged for each function and
then used as input to a classifier [44].
Apart from the aforementioned textural features, several

other features can be used in mammographic gray scale images.
A measure to study the homogeneity of a subregion in an image
can be defined as

Homogeneity (30)

Just as in the case of mechanical objects, inertia of an image
can be calculated with the help of image intensities

Inertia (31)

Sum of squares (SoS) can be used to find out the variance
between the pixels of interest and their mean to extract relevant
features

SoS (32)

where is the mean of a subset of pixels considered.
Geometric moments are widely used to extract useful infor-

mation from images for pattern classification. The popularity of
this geometric moments lies in the fact that moments provide an
equivalent representation of an image, such that a whole image
can be reconstructed from its moments [52]. As a result, each
moment conveys certain useful information about the image. A
general representation of the geometric moment (GM) of order

of an image can be represented as

GM (33)

Though geometric moments can be used to represent image
features in an efficient manner, it is also to be noted that they
are not free from the invariance property which is important in
geometric transformations for pattern generation. Hence, it is
necessary to normalize the moments such that they are invariant
to translation, scaling and rotations.
The moments found in (33) can also be viewed as projections

of the image on the basis function formed by the mono-
mials [52]. Since these monomials need not necessarily
be orthogonal, the resulting geometric moment features might
have information redundancy. To overcome this problem, a set
of polynomial functions called the Zernike polynomials formed
over a unit circle are generated [54]. The Zernike moments for
an image are defined as

(34)

where runs over all the image pixels. Similar to Zernike mo-
ments, another set of moments referred to as the Hu moments
[56] are defined. A set of seven moments, the features obtained
using Hu’s technique are invariant under the actions of transla-
tion, scaling and rotation.
A measure of local homogeneity referred to as difference mo-

ments for usage in mammograms is discussed in [57]

(35)

Inverse difference moment (IDM) is almost similar to SoS
and is a measure of the local homogeneity

IDM (36)
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Sum average (SA) is found from the pixel in consideration
and the size of the gray scale

SA (37)

Entropy is computed from the second order histogram and
provides a measure of nonuniformity

Entropy (38)

Sum entropy (SE) is calculated as a logarithmic function of
the image in consideration. In the case of Sum entropy, some of
the probabilities might be zero and is not defined. Hence,
the term , where is an arbitrarily small positive con-
stant, is used in place of . The same logic holds true for
all types of entropy calculations

SE (39)

Sum variance (SV) is calculated from the original image and
the sum entropy SE calculated previously

SV (40)

AHaralick feature [44] referred to as texture probability (TP),
of run length of 2, is defined as

TP (41)

A gray level run is a set of consecutive pixels having the same
gray value. The length of the run is the number of pixels in the
run. Depending on the total number of runs, several types of run
emphases such as short run, long run, gray level nonuniformity,
run length nonuniformity and run percentages can be obtained.
Cluster tendency (CT) is yet another Haralick feature which

can be tuned with user defined parameter. In this case, the pa-
rameter to be adjusted is

CT (42)

Difference variance (DV) is a variance measure between the
image intensities calculated as a function of the SE calculated
previously

DV (43)

Difference entropy (DE) is an entropy measure which pro-
vides a measure of nonuniformity while taking into considera-
tion a difference measure obtained from the original image

DE (44)

A set of measures known as the information measures of cor-
relation [IMCorr , IMCorr and maximum correlation coeffi-
cient (MCC)] obtained from the entropy of and is calcu-
lated to bring out certain properties not easily identified using
the rectangular correlation measure CorrF described previously.

IMCorr
Entropy

Entropy Entropy
(45)

IMCorr

Entropy (46)

MCC Second largest eigenvalue of (47)

and

(48)

Apart from these information measures of correlation, an-
other measure of correlation for use in mammograms discussed
in [57] provides a measure of linear dependency of brightness

Corr (49)

where and are the mean and standard deviation of the group
of pixels in consideration.
Deviation measures from the second order histogram,

, can be defined as

Deviation

(50)
This feature is a measure of the density of distribution of

about the mean. Its value is small if the histogram
is concentrated around the mean.
With textural features playing a major role in many mammo-

graphic analysis techniques, gradient-based measures have also
been found useful in breast cancer detection [45], [57].Most dis-
cussions in literature with respect to gradient-based techniques
are based on the motivation that malignant breast lesions often
permeate larger areas than apparent on mammograms. So, tra-
ditional gradient-based techniques might not be able to reveal
clear-cut transitions or gradient information. To counter this and

Authorized licensed use limited to: UNIVERSITY OF NEVADA RENO. Downloaded on January 07,2022 at 20:11:17 UTC from IEEE Xplore.  Restrictions apply. 



84 IEEE REVIEWS IN BIOMEDICAL ENGINEERING, VOL. 6, 2013

to provide global gradient information about the lesion masses,
directional gradient features that tolerate uncertainties in the lo-
cation of mass boundaries have been developed [57]. These di-
rectional derivatives are used to find a measure of variations in
intensities referred to as acutance [45]. Acutance is measured as

(51)

where and are the local maximum and minimum
pixel values in the stretch of pixels in the region of interest
(ROI), is the number of pixels along the boundary of the ROI,
is the rms gradient at the th boundary point and is defined as

(52)

where , are number of pixels
available along the perpendicular at the th boundary point in-
cluding the boundary point.
Spiculation features used to identify malignant tissues have

been discussed in [46]. Spicules are a radiating pattern of linear
spikes surrounding the irregularly shaped malignant densities.
Spicular features are identified by a multiscale approach where,
at any given scale, accurate line-based orientation estimates are
obtained from the output of 3-D second-order, Gaussian deriva-
tive operators. The orientation at the scale at which these opera-
tors have maximum response is selected. This method provides
an estimate of the orientation of the structure. The orientation
map is used to obtain radial patterns of straight lines. With this
information, stellar patterns or presence of malignant tissue is
identified using classifiers.
Morphological features based on the physical characteristics

of lesions are discussed in [49]. According to this study, the cir-
cularity of suspicious masses can be studied to find information
about the malignancy of lesions. The idea that benign lesions are
more or less round or oval, while malignant lesions are irregu-
larly shaped, proves to be a valid ground for using circularity as
a morphological feature. In this study, the authors define circu-
larity as

(53)

where is the perimeter and the size of the region.
Reference [49] also discusses difference and similarity fea-

tures based on prior views of mammograms. In this technique,
previously obtained mammographic images are analyzed in
conjunction with the most recent mammographic image. Dif-
ference and similarities between the two images are studied
to find if the suspicious masses have grown in size or have
remained unchanged. Registration is a common method used
in this technique, with the prior mammogram registered to
the current mammographic image. This registration can then
be used to obtain registration scores, with a very high score

Fig. 1. Typical mammogram images (a) normal, (b) benign, and (c) malignant.

Fig. 2. Computer-aided diagnosis system pipeline.

indicating an unchanged mass or a benign tissue, while a low
score indicates a malignant tissue.
Another feature that can be obtained using prior mammo-

grams is the relative grey level change (RGLC). In this tech-
nique, the cumulative histograms of prior and current images
are calculated. Following this, relative grey level changes are
studied between a similar region on the prior and the current
view. The relative grey level change between the prior and cur-
rent views is defined by

RGLC (54)

where denotes the number of pixels inside
denotes the transformed gray level at location in ,

the gray level at the same relative location in the
prior region with center , while , which is the his-
togram matched gray level, is defined as

(55)
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Fig. 3. Features extracted for mammogram images (a) normal, (b) benign, and (c) malignant.

where and are the cumulative histograms of the current
and prior images respectively, which are defined as

(56)

(57)

where and are the gray value histograms calculated in-
side the breast area on the current and the prior image, respec-
tively.
Usage of fractal theory for extracting features in computer-

aided diagnosis of breast cancer has been discussed in [50]. In
this work, fractal dimensions of mammograms are obtained by
using the differential box counting method. The fractal dimen-
sion of a set is calculated as

(58)

where is a bounded set in a -dimensional space, where can
be represented as its own nonoverlapping unity , with each
copy being similar to , scaled down by a factor of . Reference
[50] used multilevel fractal dimensions by analyzing the images
at different scales and obtaining a for images at each scale and
using every as a feature to form a combined feature vector.
This feature vector can then be used for further classification.
Apart from the feature extraction methods, wavelet features

have been known to be used in extracting useful information
frommammographic images [58], [68].Wavelets can be defined
in the way described by (7) and (8). The energy features for these
decomposed wavelet packets for Level 0 decomposition and the
wavelet packets of Level 1 decomposition are defined as [68]

Energy
length breadth

(59)

where is the computed wavelet packet value at the th row
and th column of the wavelet packet and length and breadth

are the dimensions of the wavelet packet. Similarly, entropy fea-
tures are defined as

Entropy
norm norm

(60)

where norm .
The above-mentioned feature generators are quite exhaustive

in terms of the techniques used in general computer-aided de-
tection of breast cancer. Several other feature generators, though
available, have yet to be tested on mammographic images. The
reason for a very selective usage of techniques in the case of
mammograms is that the image properties are such that not all
feature generators can provide optimal information to be used
by classifiers specific to computer-aided diagnosis.
Fig. 3 shows an example of a feature extraction algorithm

(trace transform) presenting good differentiation between the
normal, benign and malignant mammograms seen in Fig. 1.

V. CURSE OF DIMENSIONALITY

It is an established fact that performance of a classifier de-
pends on the features selected for classification. It is also known
that size of the feature vector greatly affects classification rates.
It is not always necessary for a large feature vector to translate
into better accuracy rates. It has been observed that with added
features, the classifier performance might actually degrade if the
number of training samples that is used to design the classifier is
small in relation to the number of features used [38], [59]. This
phenomenon is referred to as the curse of dimensionality or the
peaking phenomenon. Reference [38] provides an explanation
of this behavior by stating that the most commonly used para-
metric classifiers estimate the unknown parameters and plug
them in for the true parameters in the class-conditional densities.
For a fixed sample size, as the number of features is increased
along with corresponding increase in the number of unknown
parameters, the reliability of the parameter estimates decreases.
Consequently, the performance of the resulting classifiers for a
fixed sample size might degrade with an increase in the number
of features.
From this discussion, it can be seen that careful selection of

feature vectors is necessary for a proper classification result.
One way to view dimensionality reduction is to define it as a
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process that involves identification of variables that do not con-
tribute to the classification task. Every dimensionality reduction
problem looks at solving the question of finding the best subset
of size given a set of measurements. Reducing the number of
variables also helps in reducing redundancy, eliminating unnec-
essary variables. From available literature, it is seen that feature
selection is not widely used in mammographic image analysis.
But it is imperative to use feature selection techniques to iden-
tify the best features from a given set of measurements. Several
concrete discussions about methods for feature selection have
been made in [38] and [39].
In order to choose a good feature set , the ability of to

discriminate accurately between two or more classes is to be
studied. To study the accuracy rates of different feature subsets

, , a class separability measure optimized for
needs to be found. This can be done by selecting a subset of
for which a particular classifier performs well. For a different
classifier, another feature set can be chosen. But, this cannot be
an optimal solution for an unsupervised or a real-time system.
So, a better way to find an optimal feature set is to choose the
best for ; , .
Class Separability Measures: If individual features are tested

for their ability to discriminate between classes, correlation
between different vectors will not be taken into account. So,
the ability of combined feature vectors to discriminate between
classes is to be considered more than the ability of individual
features. Class separability measures help in determining the
separability criterion of various feature classes. These measures
are based on the familiar Bayes rule. Given two classes and
, with a feature vector , class is chosen if

(61)

The ratio between and can hence provide
crucial information about the discriminatory properties of
the classifier and in turn the feature vectors. Let the distance
between the two classes be . This distance can be obtained
from (61), as follows. For completely overlapping classes,

. This value for can be found for varying values
of and the mean value over class can be considered as

(62)

Similarly, for class the distance can be calculated in
the same way as above, and total sum can be expressed as
a sum of and . The sum is referred to as the diver-
gence and is a separability measure for multiclass problems. In
multiclass problems, the divergence is computed by [42]

(63)

(64)

The above relation which is usually used to calculate the di-
vergence, is also referred to as the Kullback-Leibler distance
measure between density functions [61]. Yet another distance
measure which is used in a variety of applications is the Maha-
lanobis distance. Considering the case of two Gaussian distribu-
tions with equal covariance matrices and means
and , the divergence, according to Mahalanobis distance

can be defined as

(65)

With the Bayes classifier and divergence, the minimum clas-
sification error for a two class problem is defined by

(66)

Extending this with the Chernoff bound and Battacharya dis-
tance, the Chernoff bound for classifier errors is given in [42]

(67)

where is the Battacharya distance and is defined as

(68)

Feature Selection: Class separability measures are used to
estimate the best feature sets for a classification problem. It is
necessary to carefully choose features since the choice of fea-
tures is critical in the final accuracy. Watanabe’s Ugly Duckling
theorem [62] proves a good point in favor of a good choice of
feature sets by proving that two totally different datasets can be
made to look similar by choice of the wrong features. This also
holds true for a choice of wrong subset of features for classifi-
cation. So, feature selection is an important step in any classifi-
cation problem.
The most basic approach to a feature selection problem is

analyzing all the subsets of a feature vector and choosing the
subsets with the lowest error rate as calculated from (67).
This can be a computationally intensive task for huge datasets.
But, feature selection is done in the development stage of an
algorithm, which means that the step is done offline in most
cases. As a result, computational efficiency is not as important
as an optimal solution to the problem. Even then, exhaustive
feature subset evaluations can become prohibitively expensive
for large datasets.
For a given set of features with dimensionality and desired

number of features , every possible subset of the feature vec-
tors can be studied individually in the best individual features
method of feature selection. This is an exhaustive search al-
gorithm and can produce an optimal subset of features. But,
this would take a tremendous amount of computational com-
plexity to complete it. As a result, suboptimal selection tech-
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niques which have a balanced tradeoff between optimality and
computational efficiency have been proposed and developed.
This can be done both in a bottom-up or a top-down approach.
When single features are selected, the correlation between the

features is studied and features with heavy overlap are ranked
lower in the feature vector. If is the th feature of the th
pattern, with and the cross
correlation between any two of them is given by

(69)

The feature selection procedure is carried out by selecting
a class separability criterion C and computing its value for
all available features , . The value is
then ranked in descending order. The one with the best
value is named . The cross-correlation coefficient between

and the remaining features as in (69) is calculated to
select the second best feature. The feature for which

, for all , is calculated

to find the next best feature and the procedure is carried on
further for all values of to rank the best features. From this
ranked list of features, the required number of features is then
chosen.
The only optimal search procedure which is not exhaustive is

the branch and bound procedure which is a top-down approach.
The method involves starting a search procedure beginning with
the set of variables and constructing a tree deleting variables
successively. The feature selection criterion used in this proce-
dure is

(70)

In other words, the performance of a feature subset should
optimally improve whenever a new feature is added to it. This
is the monotonicity property. All methods other than the branch
and bound are referred to as suboptimal as the best pair of fea-
tures found in other techniques need not necessarily contain the
best single feature according to [64]. There are several types of
suboptimal feature selection techniques such as best individual
, sequential forward selection, generalized sequential forward

selection, sequential backward selection, generalized sequential
backward selection, plus l-take away selection, generalized
plus l-take away selection, sequential forward floating selec-
tion (SFFS) and sequential backward floating selection (SBFS).
The last two methods are generally referred to as floating search
methods. Detailed discussions about each of these techniques
can be found in [39].
Another simple yet effective method for selection of features

is through dimensionality reduction using principal component
analysis (PCA). References [66] and [67] discuss the use of PCA
using eigenvalue decomposition on covariance matrices of the
observed regions and finds their principal components. Once the
principal components are found, the first significant compo-
nents can be extracted to reduce the dimensionality of the fea-
ture vector. Though PCA is a widely used method for dimen-

sionality reduction, it is not a popular method for analysis of
mammograms.

VI. CLASSIFICATION

After the patterns in a data have been extracted to form fea-
ture representations, classifiers can be developed using several
approaches depending on the features available and the pattern
classification problem in hand. The choice of a classifier is usu-
ally not a simple task. In general, several classifiers are evalu-
ated and tested before arriving at a final choice. Given a clas-
sification task, conditional probabilities referred to as a poste-
riori probabilities are calculated. In other words, the probability
that the unknown pattern belongs to a particular class is calcu-
lated using these conditional probabilities. Classifying an object
is assigning it to a class with the highest class posterior

probability . This class posterior probability can also be
written in terms of the class conditional probability as .
Equations (22)–(25) describe the estimation of maximum

likelihood parameters for the probability densities. These es-
timations can be classified into parametric and nonparametric
estimations. Mixture modelling, Bayesian interference, and
maximum likelihood estimation are examples of parametric
modelling of the probability distribution functions (pdf).
Nonparametric techniques are variations of histogram approxi-
mation of an unknown pdf. The basic idea of a nonparametric
estimation technique is to divide the complete histogram into
several bins and calculate the probability of a random sample
belonging to one particular bin in the histogram. Parzen win-
dows are very good examples of nonparametric estimation
models in a multidimensional sense. In this case, instead of
dividing the histogram into a number of bins, the -dimen-
sional space is divided into hypercubes with length of side
and volume . In the case of a Parzen window, the probability

of a variable belonging to a particular hypercube can be
given by

(71)

It can be seen that this is for a discontinuous case. But, we need
to look at the relation from the point of view of a smooth func-
tion, where and . By considering this
case, a smooth function known as the kernel or potential func-
tion or a Parzen window for estimation of class densities is ob-
tained. When the fit for such a density model is evaluated, an
error representation similar to the log-likelihood is to
be estimated

(72)

The better the data fits with the probability density model
, the higher the values of will be. This will result in a high
value of . The probability density estimate with
the highest value of is to be used in calculations. From (71),
it can be seen that with varying values of the width , we might
get varying values of .
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In Parzen estimation of pdf, the volume around the points
is considered fixed with a representation of and the number
of points falling inside the volume is left to vary randomly
from point to point. By reversing this functionality by having
the number of points fixed, with the size of volume around
varying each time to include points, we obtain the nearest

neighbor ( -NN) density estimation. The property of a -NN
density estimation is that, in low-density areas, the volume will
be large and in high-density areas, it will be smaller. With this
property, the estimator can be defined as

(73)

In this relation, the dependence of the volume is clearly
seen. Or in other words, the probability is inversely propor-
tional to the volume . In the case of mammographic image
analysis, -NN density estimates have been widely used. Ref-
erence [68] provides a discussion on the use of -NN density
estimators for microcalcification estimates in mammograms.
When the value of , the -NN estimator is evaluated as
the nearest neighbor estimator. For this estimation, a feature
vector is assigned to the class of its nearest neighbor. Dis-
tance measures such as Euclidean and Mahalanobis distance
can be used to evaluate the class of each feature vector. Though
the nearest neighbor estimator is seemingly simple, it is quite
effective when the training sample is large enough [71].
References [72], [75], and [76] discuss parametric multi-

variate methods for breast cancer detection. This theory is based
on linear classifier theory. The general idea of these classifiers
is that, considering a training pattern , with
each of these being assigned to one of the two classes or
a weight vector and a threshold is determined such that

(74)

In this relation, can be rewritten as where is
the augmented pattern vector and is a multidimensional vector
with elements . If for all samples
in a single class, the data is said to be linearly separable. This is
the basis of a linear discriminator design. The error patterns, the
absolute correction and fractional correction rules assigned to
linear discriminators, determine the error percentages of these
classifiers apart from the variable margins which classify the
samples to their respective classes.
A hybrid classifier involving LDA along with adaptive reso-

nance theory (ART) was proposed by [78] for mammographic
breast cancer detection. This classifier utilized a neural network
scheme along with LDA for classification. The reason the
authors have proposed using a neural network-based classifier
in combination with LDA is that supervised classifiers such as
LDA tend to overlook previously learned expert knowledge
during classification. If an ART scheme is used in combination
with LDA, the performance can be improved according to

Fig. 4. Scattered plot of the three classes of mammograms along with their
classification hyperplanes.

the arguments provided by the authors. This ARTLDA hybrid
classifier is defined as

(75)

where is the input vector, is the LDA classifier,
is the ART classifier and is a binary membership function
which labels the classes identified byART to be eithermalignant
or mixed. A class is said to be mixed if samples in it have both
malignant and benign features. The membership function in this
classifier can be defined as

if is a malignant class
if is a mixed class

(76)

This hybrid classifier is unique in the way that the classifica-
tion of the first level of classifier, namely the ART classifier, is
checked for the class. If the class is malignant according to the
classification, no further processing is done. But, if the class is
labelled as mixed, the data is then processed through a LDA
classifier to further classify the data as malignant or benign.
A combination of support vector machines (SVM) along with
LDA was utilized by [82] to obtain better classification in com-
puter-aided mammographic analysis.
Fig. 4 shows a scattered plot of the three classes of mammo-

grams seen in Fig. 1. The blue lines indicate the classification
hyperplanes separating the classes.
There are numerous criteria which are adapted to maximize

the separation between classes in a linear classification scheme.
For instance, Fisher criterion provides a ratio of between-class
to within-class variances represented as

(77)

where the main criterion to increase discrimination between
classes is to find a value for such that the ratio is a maximum.
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In the previous equation, and are the group means and
is the pooled within-class covariance matrix, in its bias-cor-

rected form given by

(78)

where and are the maximum likelihood estimates of the
covariance matrices of classes and and is the number
of samples in class . The term linear discriminant analysis
refers to the type of Bayesian classifier used for classification. If
the covariance matrices are equal, the classifier is referred to as
linear, while different covariance matrices give rise to quadratic
discriminant analysis. The advantage with LDA is that no as-
sumption is made with respect to the normality of the data.
An extension of linear discrimination is logistic discrimination
where the difference between the logarithms of the class-condi-
tional density functions are studied [83]

(79)

While the previous representation of a logistic classifier is for
a two-class problem, it can easily be extended for a multiclass
problem as in the case of breast cancer analysis, by adapting the
form

(80)

Yet another popularly used linear classifier is the support
vector machine (SVM) which has been widely used in mam-
mographic analysis [82], [92]. SVMs were first proposed by
[100] and have since been used in a variety of applications
including medical image analysis. The rationale of this method
is to design a hyperplane for separating linearly separable data
which can be of two or more classes [101]. This hyperplane
can be defined by a linear discriminant function as

(81)

This hyperplane is to be optimized such that the classes are
separated with a maximal distance margin between the sample
vectors and the canonical hyperplane

(82)

These are the two hyperplanes with the two classes and
being the separating hyperplane. The value of

which gives the distance between the two hyperplanes and the
separating hyperplane is referred to as the margin. Support
vectors are the sample feature points that lie on the canonical

hyperplane and classifiers which make use of these hyperplanes
for classification are referred to as the support vector machines.
The support vectors classify new patterns according to the sign
of from (82). For a good classification using support
vectors, logic demands that the margin has to be maximized,
which from the above discussion would mean that the value
of has to be minimized. Using the Karush-Kuhn-Tucker
conditions and Lagrange multipliers, we can arrive at a linear
discriminant to be given by [39]

(83)
Here, is the set of support vectors with associated values

of . In the case ofmulticlass problems, (81) can be generalized
to the form [100]

(84)

In this generalized form, the decision rule becomes

(85)

This decision rule is used to separate the training data into
classes, with solutions for , for being
given by

(86)

While the above classifier is for a linear case, in case of a map-
ping of the form , where a feature sample is
mapped from an -dimensional space to a -dimensional space,
a slightly different SVM methodology is to be adapted for im-
plicit mappings in a multidimensional space. Functions known
as kernels and Hilbert spaces or reproducing kernel Hilbert
spaces [102] are used for mappings of SVM in a nonlinear
space. The most commonly used kernels can be found in [103]
as follows:

Polynomials

(87)

Radial Basis Functions

(88)

Hyperbolic Tangent

(89)
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TABLE I
LISTING OF POPULAR FEATURE EXTRACTION AND CLASSIFICATION METHODS

Appropriate values for and are to be chosen for Mercer’s
conditions to be satisfied [102]. With a suitable kernel function
chosen, the classifier can be rewritten as

(90)

where is assigned to class or according to the value
of being greater than or less than zero, respectively. In the
case of mammographic image analysis, it can be assumed safely
that the classes are more often than not going to be nonlinear.
This is also seen from experimental results [92]. There have
been new approaches to the use of SVM as seen in [82] where
SVM classifiers have been used in combination with LDA to
produce classifier results which are comparable or even better
than the individual classification capabilities of the conventional
single classifier. Reference [85] uses a soft clustering technique
based on SVMs to classify abnormalities in mammograms.
Since an SVM works by transforming the nonlinear feature

space into a linearly separable feature space with the help of
kernels, it is practically useful in classifying mammograms due
to the fact that mammograms are more often than not highly
overlapping and nonlinear in their feature space. Due to the in-
herent capacity of SVM kernels to map this highly overlapping,
nonlinear feature space into a more manageable feature space,
it is highly successful in classification problems as seen by the
references and discussions provided. It is also because of this
inherent property of mammograms that LDA and other linear
classifiers do not perform very well as seen from Table I.
I) Neural Network: This method of parallel distributed in-

formation processing is another widely used method in breast
cancer detection [110], [111], [125]. The structure of a neural
network is built in such a way that each element of the network
possesses a local memory that carries out localized information
processing operations. Multilayer perceptrons (MLP), as they

are known, can provide a solution to common problems found
in perceptrons which are nothing but linear hyperplanes [138].
The basic block of MLP creates a transformation of a pattern

to an -dimensional space according to the relation
given by [138]

(91)

where is a fixed nonlinearity, usually to be taken to be of
the logistic form representing the firing rate of a neuron as a
function of the input

(92)

From (91) and (92), we can see that the basic function of
a neural network consists of projecting the data onto each of
the directions described by the vectors , then transforming
the projected data by the nonlinear functions and finally
forming a linear combination using the weights [39]. In the
structure of a neural network, there are input nodes and output
nodes, with weights associated between the input nodes and
the hidden nodes that accept the weighted combinations which
perform the nonlinear transformation. The output nodes take a
linear combination of the outputs of the hidden nodes and de-
liver them as outputs. Owing to the multilayered structure of an
MLP, neural networks are a nonlinear model where the output is
a nonlinear function of its parameters and the inputs. As a result,
a nonlinear optimization scheme must be employed to minimize
the optimization criterion.
The most commonly used technique for classification using

neural networks is the back-propagation network which has
been used in breast cancer detection [68]. Back propagation is
the calculation of the derivative of an error function in mul-
tilayer networks. In neural networks, the synaptic weights of
nodes are computed in such a way that the cost function is min-
imized. Reference [140] discusses the design of a three-layered
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feedforward neural network for automated classification of mi-
crocalcifications for breast cancer detection. The authors train
the network with a backpropagation algorithm with eight input
neurons for eight corresponding features. Neural networks have
been used to a considerable extent in mammographic image
analysis due to the adaptable nature of neural networks which
can be tuned to classify data in any kind of a feature space
including the highly nonlinear feature space of mammograms.
II) Fuzzy Logic: Fuzzy logic is based on probabilistic logic,

but differing from traditional logic in a way that they can have
truth values which are not strictly binary in nature. This works
well especially in cases where the truth value does not have a
definite description. Fuzzy logic is unique due to the fact that
it is internally robust and does not require precise, noise-free
inputs [141]. This can be particularly useful in mammographic
analysis where noise-free inputs are extremely rare and in many
cases, noise in the input is a common feature for mammograms
due to the acquisition process and also due to the preprocessing
techniques adapted. The rule-based operations in fuzzy logic
can be used for quite a number of inputs and more importantly,
several outputs or classes, which in some cases can be more than
four. In the case of mammograms, this can be useful since five-
class problems are quite common in computer-aided diagnosis
of mammograms. A comprehensive discussion and application
of fuzzy logic to mammographic image analysis can be found
in [146].
III) Bayesian Networks: Based on the theory of acyclic

graphs, Bayesian networks are probabilistic classifiers which
provide an optimal solution to classification problems. Bayesian
networks have been used in CAD of breast cancer with good re-
sults [147]. Broadly speaking, a Bayesian network is a directed
acyclic graph where the nodes correspond to random variables.
Each node is associated with a set of conditional probabilities,

, where is the variable associated with the specific
node and is the set of its parents in the graph [42]. For a
Bayesian network to be complete, the marginal probabilities
of root nodes and conditional probabilities of nonroot nodes,
given their parents for all possible combination of their values,
are to be known. Bayesian networks allow efficient calculation
of the conditional probability of any node in the graph, given
that the values of some other nodes have been observed. This
has an efficient implication in the case of CAD in breast cancer
detection. For instance, if there are training values with cer-
tain nodes indicating the probability of a certain tissue being
cancerous or noncancerous, other unknown node values can
be found by probability inference. The values of the known
variables are referred to as the evidence, while the conditional
probabilities for other variables in the graph can be computed
from the evidence. Mathematically, this can be represented as

(93)

where is the set of parents of . For a six-variable problem,
the multivariate density can be represented as

(94)

Training of a Bayesian network is a two-step process. The
first step is to learn the network topology, that can either be
fixed by the user whowould incorporate details about dependen-
cies or by using optimization techniques based on the training
set. Once the topology is designed, conditional probabilities and
marginal probabilities are estimated from the available training
data points. A practical example of a two level Bayesian clas-
sifier scheme has been discussed in [148] for the case of tumor
class classification.
IV) Decision Trees: Decision trees are multistage decision

making processes where instead of using a complete set of fea-
tures jointly to make a decision, different subsets of features are
used at different levels of the tree. In this technique, decisions on
choosing the classes are done in a sequential manner. Decision
trees are often referred to as nonlinear classifiers. Decision trees
greatly resemble Bayesian networks in their structure. Decision
trees start from one parent node and continue splitting until a
final result is obtained. Splitting criteria are set for each of the
nodes and adherence to the splitting criterion is necessary for
node splits. With each split of the node, the node is declared as
a leaf and a particular class label is to be given to this node. To
label this node, rules such as the majority rule can be used

(95)

The relation states that a leaf is assigned to that class to
which a majority of vectors in the node tree belongs. Quite a
few authors have used decision trees for breast cancer analysis
[149]. Combinations of fuzzy sets have been shown to improve
the accuracy of decision trees as seen from the discussions in
[150]. Due to the fact that mammograms are highly overlapping
in a nonlinear feature space, decision trees perform considerably
well as seen from Table I. This is due to the inherent properties
of decision trees where they tend to act more robust in condi-
tions where the feature vectors are highly overlapping [149].
V) -Means Clustering: -means clustering aims at

segmenting the available data into clusters so that the
within-group sum of squares is minimized. The functioning of
-means is pretty simple which is the assignment of objects
to the group whose mean is closest to its value. The closeness
is usually calculated as an Euclidean distance. Allocation of
samples take place individually on a sample-by-sample basis
instead of taking place after sorting through the whole data set.
Mathematically, a sample is assigned to a group if

(96)

where is the distance to the th centroid and is the
group number. The greatest decrease in the sum-squared error
is achieved by choosing the group for which
is a minimum. Usage of -means clustering is extremely useful
in mammographic analysis since the number of classes in mam-
mograms are usually limited to less than four with three classes
being the norm in most of the cases. In such instances, with
clearly distinguishable intensity levels, it is quite intuitive that
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-means clustering would provide a considerably good classi-
fication accuracy level as seen from [151]. An improvement on
normal -means technique is shown in [152] by usage of clus-
tering techniques with adaptive region growing.

VII. REAL-TIME CAD OF BREAST CANCER

With the previous mathematical techniques and pipeline, we
can discuss the general flow of real-time breast cancer detec-
tion used by several authors. Double reading of mammograms
can prove to be almost impossible given the limited amount of
human resources. As a result, CAD is often proposed as a second
reader in most occasions. CAD systems usually point out to sus-
picious areas which can then be read more carefully by the radi-
ologist aiding him in the diagnostic procedure. A typical CAD
session consists of the following steps [153].
1) First reading of the mammograms is carried out by the
radiologist to find out suspicious clues in the scan.

2) The CAD system then scans the mammograms to de-
tect suspicious features. This procedure acts as a second
reading by pointing out anomalous features in the mam-
mogram.

3) The radiologist then analyzes prompts given by the mam-
mogram about suspicious regions.

CAD systems also provide a numerical estimate of the likeli-
hood of a lesion being benign or malignant, which can later be
corroborated by an expert radiologist. Commercial CAD sys-
tems have started entering the market with an aim of tapping
the potential of using these systems for screening and diagnosis
[154], [155]. Though the potential and benefits of these systems
are still in discussion, it is nevertheless an important step ahead
in the usage of computers for breast cancer detection.
The advantages of using a CAD system have been studied

by [156]. In this study, 12 860 screening mammograms were
analyzed with the help of a CAD system and it was found that,
compared to visual inspection, early-stage malignancy detec-
tion increased from 73% to 78% and the number of cancers
detected increased by 19.5%. The results of other studies which
have been conducted to verify the sensitivity and accuracy
of computer-aided detection of breast cancer can be found in
[157]–[160]. These systems, in general, try to detect masses,
calcifications and architectural distortions in screening mam-
mography. All the aforementioned studies acknowledge the
fact that CAD systems are able to detect and mark potentially
malignant cells that are overlooked by radiologists.
A contradictory view point is provided by [161] where the au-

thors argue that a group of 24 radiologists were not able to find
any considerable increase in mammography recall and cancer
detection rates after introduction of a CAD system into a clinical
radiology practice in an academic setting. Reference [162] con-
cluded their study about the effectiveness of a CAD system with
a similar finding. Reference [163] conducted a study with se-
nior and junior radiologists to find the difference a CAD system
made in their ability to detect cancer. It was found that with the
help of a CAD system while the sensitivity increased by 8%
for senior radiologists, it increased by a numerically significant
22% in the case of junior radiologists. Reference [164] provided

a new point of view by considering sensitivity of reading cran-
iocaudal (CC) views and mediolateral oblique (MLO) views as
separate parameters in evaluation of the system. According to
this study, it has been documented that the craniocaudal view is
more sensitive than the MLO view. Though there are opposing
views about the usage of computer-aided systems, it is clear that
positive reviews clearly outweigh negative reviews. But it is im-
perative to note that studies indicating that CAD systems do not
improve accuracy rates do mention the fact that it helps increase
true positive percentages.

VIII. COMBINING CLASSIFIERS

It has been observed that every classifier has its own advan-
tages in classifying specific data [92]. This is due to the fact
that every classifier has its feature space where it performs the
best. Hence, it is a common practice to combine classifier out-
puts from different classifiers to improve final classification ac-
curacy. Yet another reason to combine classifiers is the fact that
designing a classifier specific to the data set might not result in
a good generalization of the classifier. The goal of any pattern
recognition system must be to classify unknown data sets in the
best possible manner. Hence, optimizing a classifier might not
provide the most optimal results in an unknown test set. Hence,
classifiers can indeed be combined to provide a better general-
ization capability for the recognition system. Several classifier
combination schemes including parallel, serial combination or
cascading, hierarchal or trees, have been proposed [176]. Most
combination schemes in literature are of the parallel architec-
ture type which involves invoking independent classifiers indi-
vidually and then combining their results by using a combina-
tion scheme [38]. There are gated variants of the parallel com-
bination scheme where the outputs of individual classifiers are
weighted by a gating mechanism before they are combined.
In parallel combination methods, we have several simple

methods such as the geometric averaging rule, arithmetic
averaging rule and the majority voting rule. In the geometric
averaging rule, is chosen in such a way that the average
Kullback-Leibler distance between probabilities is minimized

(97)

where

(98)

with . Similarly, arithmetic averaging
works in the same way as (98), with the difference that the ratio
inside the summation works out to be
instead of the form seen in geometric averaging.
While the averaging rules are brute force methods, simpler

and robust techniques such as the majority voting rule are
used too. The majority voting rule is simple, where the result
depends on the class for which there is a consensus when at
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least of the classifiers agree on the class label of the un-
known pattern. Though majority voting has been widely used
in combining classifiers, it has been shown that in the case of
combining dependent classifiers, there is no definite proof that
combination through majority voting can improve final clas-
sification performance [177]. Classifier combinations can be
highly useful if the individual classifiers are independent [38].
Instead of using different training sets for individual classifiers,
various resampling techniques like bootstrapping can be used
to virtually induce that kind of a scenario in the classification
system. Boosting and bagging are methods which can be used
to achieve this goal [178], [179]. Bagging is the technique
by which different datasets are created by bootstrapping of
the original dataset, which are then combined by a combi-
nation rule. Reference [38] provides an exhaustive study on
the theoretical analysis of combination schemes in a practical
sense. In the case of mammographic image analysis, not many
combination schemes are seen. The reason is not discussed
in literature. A few works which have discussed classifier
combination can be found in [180]–[182]. Though, it seems
plausible that classifier schemes can work for mammograms,
it can be deduced that since mammographic image analysis
consists of at most three to five classes, classifier combination
might actually be a burden on the computational scheme given
the meager percentage of accuracy increase it might produce.

IX. CONCLUSION

From the various results and discussions seen in this paper,
we find that the results of CAD, though encouraging, are not
yet conclusive enough to warrant a credible clinical usage. Lit-
erature has been provided to show that the accuracy of cancer
detection has indeed improved with introduction of CAD-based
diagnostic procedures. But, there is still a long way to go for
implementation of the same in a clinical setting. This can be
seen from Table I with results from various feature extraction
and classification techniques. Here, the best results obtained are
around 90%, which is not sufficient enough for implementation
in clinical trials. Though better results have been reported in lit-
erature, it is noted that results better than these are obtained on
specific datasets which cannot be generalized to a wide array
of data which can be seen in actual practice. It is also seen
that the performance of conventional methods such as deci-
sion tree with texture features do not provide results as good
as nonconventional techniques, such as Eigen faces approach
or a model-based vision algorithm and region based edge-pro-
file acutance measure. This can be due to the fact that conven-
tional techniques are tuned to act on specific datasets while non-
conventional techniques developed with the nature of mammo-
graphic datasets in mind can be well adapted to a wide array of
mammographic data [104]–[109].
Though the idea of using computer-aided detection is gaining

popularity, it should not be missed that CAD techniques can
serve only as a double-reading aid and cannot replace human
readers. This assumes great significance in places where ex-
pert radiologists cannot be present. As seen from literature,
junior radiologists are prone to making more errors than senior
radiologists. In this case, CAD-based readings can provide
an improved diagnostic accuracy for radiologists. The main

goal of CAD must be to increase diagnostic accuracy with
advanced mathematical and computational techniques. Though
several advances in this respect have been made in the past 30
years, with mathematical advances and recent improvements
in computing techniques and improved speed of computation,
we can be sure that techniques which were previously hard
to implement in a real-time setting can now be implemented
easily.
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